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INTRODUCTION

First-order Hamilton-Jacobi equations (HJEs) comprise an im-
portant class of nonlinear partial differential equations (PDEs) with
many applications. Typical examples can be found in mechanics,
optimal control theory, etc. Specifically, this class includes dynamic
programming equations arising in deterministic optimal controls,
which are known as Hamilton-Jacobi-Bellman equations. In gen-
eral, these nonlinear equations do not have classical solutions. As a
result, it is necessary to study weak solutions and a viscosity solution
is such a week solution.

The theory of viscosity solutions for partial differential equations
appeared in 1980s. In particular, in the paper by M. G. Crandall
and P. L. Lions (1983), the authors introduced the viscosity solution
as a generalized solution of partial differential equations. Instead of
requiring that the solution w satisfies the given equation almost ev-
erywhere, it is sufficient for u to be a continuous functions satisfying
a pair of inequalities via sufficiently smooth test functions, or via
subdifferential and superdifferential.

The viscosity solution is an effective device to study nonlinear
Hamilton-Jacobi equations. We emphasize that a viscosity solution
is a weak solution since it is only continuous and its derivative is
defined through test functions and the extremal principle. However,
it has been proved that viscosity solution can be defined by subdif-
ferential, superdifferential, which are called semiderivatives. It leads
to a tight connection between the theory of viscosity solution and
nonsmooth analysis which includes subdifferential theory.

Since 1993, the smooth variational principle, which was proved
by Deville, has been widely employed as an important tool to estab-
lish the uniqueness of 5-viscosity solution, in the class of continuous
and bounded functions, of Hamilton-Jacobi equations of the form
u+ F(Du) = f, where F' is uniformly continuous on X7 and f is
uniformly continuous and bounded on X.

Optimal control problems were introduced in 1950s. It is well
known that they have many applications in Mathematics, Physics,
and application areas. By the dynamic programming principle, the
value function of an optimal control problem is a solution to an
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associated partial differential equation. Unfortunately, since value
functions might not be differentiable, several approaches have been
introduced to study them. The viscosity solution again is an effec-
tive approach to investigate optimal control theory. To the best of
our knowledge, treating optimal control problems by viscosity solu-
tions via subdiffrential is scared especially if the value function is
unbounded.

Recently, an increasing literature has been devoted to to the
study of HamiltonJacobi equation on junctions and networks. The
authors established properties of the value function, the comparison
principle for optimal control problems with bounded running cost .
Although many important results have been obtained, it seems that
the assumptions in the recent work are quite strict.

We focus on fS-subdifferential, the uniqueness of §-viscosity so-
lution for Hamilton-Jacobi equations of the forms u+ H(z, Du) = 0
and u + H(z,u, Du) = 0, the existence and stability of S-viscosity
solution. Moreover, there are many applications of S-viscosity so-
lutions for optimal control problems. Motivated by that fact, we
are also interested in finding necessary and sufficient conditions for
optimal control problems in infinite dimensional spaces. The new
approach of viscosity solution on junctions is another topic of our
interest. Based on the known model of classical viscosity solution,
the uniqueness and applications of viscosity solutions for optimal
control problems on junctions are promising topics.

In addition to Introduction, Conclusion, and References List, the
dissertation consists of four chapters.

In Chapter 1, we present the notion of S-viscosity solution and its
properties, and several results on the smooth variational principle.

in Chapter 2, We prove the uniqueness of 5-viscosity solution for
Hamilton-Jacobi equations of the general form u + H(z,u, Du) =0
in Banach spaces. The stability and existence of the solution of such
equations are also investigated.

In Chapter 3, we show that the value function of a certain op-
timal control problem is a [B-viscosity solution of the associated
Hamilton-Jacobi equation. The feedback controls and also sufficient
conditions for optimality are also studied in this chapter.

In Chapter 4, we present the notion of junctions, assumptions
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and optimal control problems on junctions. Several properties of the
value function such as the continuity on G, the local Lipschitz at O
on each J;, estimates of the value function at O through Hamilton.
We prove that the value function of an optimal control problem on
junctions is a viscosity solution of the associated Hamilton-Jacobi
equation. We also apply our results in such optimal control problem.



Chapter 1
B-SUBDERIVATIVE

In this chapter, we present S-viscosity subdifferential on Banach
space X and prove the smooth S-variational principle which will be
used to establish the uniquess of S-viscosity solution.

1.1. S-differentiable

Definition 1.1.1. A borno S8 on X is a family of closed, bounded,
and centrally symmetric subsets of X satisfying the following three
conditions:
1) X=U B;
Bep
2) B is closed under scalar multiplication,

3) the union of any two elements in [3 is contained in some ele-
ment of 3.

By Theorem 27 in [Hoang Tuy, 2005], a borno 8 in Definition
defines on X* a locally convex Hausdorfl topology 75. The
space X* with this topology 75 is denoted by XE. A local base of
the origin 0 in X3 is the collection of sets of the form

{f:1f(@)] <e, VoeM},

where € > 0 is arbitrry and M € 5.

Then, the sequence (f,,,) C X*, converges to f € X* with respect
to 7 if and only if for any M € 8 and any € > 0, there exists ng € N
such that |f,(z) — f(x)| < e for all m > ng and x € M; that is, fp,
converges uniformly to f on M. Hence 73 is also called the uniformly
convergent topology on elements of 3.

Example 1.1.2. It is easy to verify the following facts. 1) The
family F of all closed, bounded, and centrally symmetric subsets of
X is a borno on X, which is called Fréchet borno.

2) The family H of all compact, centrally symmetric subsets of X
is a borno on X called Hadamard borno.

3) The family W H of all weakly compact, closed, and centrally sym-
metric subsets of X is a borno on X called weak Hadamard borno.
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4) The family G of all finite, centrally symmetric subsets of X is
also a borno on X called Gateauzx borno.

Remark 1.1.3. If 8 borno is F' (Fréchet), H (Hadamard), WH
(Hadamard weak) or G (Gateaux), then we have Fréchet topology,
Hadamard topology, Hadamard weak topology and Gateauz topology
on the dual space X*, respectively. Thus, F'-topology is the strongest
topology and G topology is the weakest topology among B-topologies
on X*.

Definition 1.1.4. Given a function f : X — R. We say that f is
B-differentiable at xo € X with -derivative Vgf(xo) = p € X* if
f(zo) € R and

lim f(xo +th) — f(xo) — (p,th)
t—0 t

=0

uniformly in h € V' for every V € .

We say that the function f is B-smooth at xo if there exists
a neighborhood U of xg such that f is p-differentiable on U and
Vaf U — X3 is continuous.

1.2. [-viscosity subdifferential

Definition 1.2.1. Let f : X — R be a lower semicontinuous func-
tion and f(x) < +oo. We say that f is f-viscosity subdifferentiable
and x* is a B-viscosity subderivative of f at x if there exists a lo-
cal Lipschitzian function g : X — R such that g is B-smooth at x,
Vag(z) = x* and f — g attains a local minimum at x. We denote
the set of all B-subderivatives of [ at x by Dﬁ_f(a:)7 which is called
B-viscosity subdifferential of f at x.

Let f : X — R be an upper semicontinuous function and f(x) >
—o0. We say that f is B-viscosity superdifferentiable and x* is a (-
viscosity superderivative of f at x if there exists a local Lipschitzian
function g : X — R such that g is B-smooth at x, Vgg(x) = z*
and f — g attains a local maximum at x. We denote the set of all
B-superderivatives of f at x by D;f(x), which is called B-viscosity
superdifferential of f at x.

Theorem 1.2.2. 1) If 1 C By then Dy f(z) C Dy f(x); in

particular, D f(z) C Dy f(x) C D¢ f(z) for every borno j.
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2) If f is continuous, f(x) is finite and Dy f(z), D;f(a:) are two
nonempty sets, then f is B-differentiable at x.

3) If B1 C Ba and f is [y-differentiable at x and f is Pa-viscosity
subdifferentiable at x, then Dy, f(x) = {Vpg, f(z)}.

4) Dg f(x) + Dgyg(x) C Dy (f + 9)(x).

5) Dy f(x) is a convez set.

We have the following results.

Remark 1.2.3.
1) Dpf(x) C Dy f(x) C Dy f(x) C D f(x).
2) If X is a reflexive space, then Dy f(x) = Dy, f(x).
3) If X =R", then Dy f(x) = Dy, f(x) = Dy f(x).
4) If X =R then Dy f(xz) = D f(x).

Theorem 1.2.4. If f is a convex function defined on the convex set
C and x € C, then for every borno B we have

Dj f(x) = Dgf(x) = 0f(x).
Next, we denote

Dg(X) ={g: X — R|g is bounded, Lipschitzian, and
p-differentiable on X},

Iglloc = sup{lg(x)] : = € X}, [[Vpglloo = sup{l|Vpg(z)]| : = € X}

and
Dj(X) = {9 € Dg(X)| Vgg : X — X} is continuous}.

The following hypotheses will be used in the derivation of our
results.
(Hp) There exists a bump function b such that b € Dg(X); and
(HE) There exists a bump function b (i.e. its support is nonempty
and bounded) such that b € D3(X).

Proposition 1.2.5. The hypotheses (Hg) and (Hj) are fulfilled if
the Banach space X has a B-smooth norm.



Proposition 1.2.6. Let X be a Banach space satisfying (Hg) (resp.
(Hj)) and E a closed subset of X. Then, for a lower semicontinuous
bounded from below function f on E and any ¢ € (0,1), there exist
a g € Dg(X) (resp. g € D5(X)) and an xo € E such that:

(a) f+ g attains its minimum at xo.

(b) llglle <& and [[Vpglleo < e

Proposition 1.2.7. Assuming the real Banach space X satisfying
hypothesis (HE) and u,v are two bounded functions on X such that
u 18 upper semicontinuous and v is lower semicontinuous. Then,
there exists a constant C such that for every € € (0,1), there are
z,ye X,p e Dgu(x),q € Dyv(y) such that:

(a) |z =yl <& and |p—ql <&

(b) For every z € X, v(z) —u(z) > v(y) — u(x) —¢;

(c) llz —yllv/Ilpll < Ce,  lz —yll\/llgll < Ce.

Theorem 1.2.8. Let X be a Banach space with an equivalent (3-
smooth norm and f1,---, fn : X = R be N lowwer semicontinuous
bounded from below functions and

N
%ii]%inf{Z:1 fu(yn) = diam(yr, -+ ,yn) < n} < +o0.

Then, for any € > 0, there exist x,, € X,n =1,--- /N and z}, €
Dgfn(xn) satisfying

() diam(zy,-- - wy) max(L, [la1]], -, lon]) <e&

N N

N
*
>
n=1

Theorem 1.2.9. Let X be a Banach space with an equivalent (3-
smooth norm, Q an open subset of X, and fi,---,fn : Q2 = R are
N lowwer semicontinuous bounded from below functions. Then, for
any € > 0, there exist x, € Q,n = 1,--- N and z}, € Dﬁ_fn(a:n)

<e.

(iid)




satisfying
(1) diam(zy,- -, zy) max(L, [z, -, lzn]) <&
N N
(47) an(xn) < iniz fa(@) + 5
n=1 ZEQn:l
N
>
n=1

<E.

(iid)

Conclusion
In Chapter 1, we have focused on the following:

1) We have given some remarks about the S-differentiable, the rela-
tionship between the S-differentiable when the borno f is implicit.
We have also provided several remarks on common subdifferentials
and their relations. In addition, we have pointed out certain cases in
which the different functions have the same set of subdifferentials.
2) We have proved the addition rules of m sums of S-subdifferential.



Chapter 2

B-VISCOSITY SOLUTIONS OF
HAMILTON-JACOBI EQUATIONS IN
BANACH SPACES

Our main objective in this chapter is to prove the uniqueness of
B-viscosity (which is weaker than Fréchet-viscosity) for Hamilton-
Jacobi equations of the forms u+H (z, Du) = 0 and u+H (x, u, Du) =
0 on a set  C X the doubling of variables technique. Our results
are established on a Banach space X with a S-smooth norm or a
norm being equivalent to a S-smooth norm without using the Radon-
Nikodym assumption. We also show the existence, uniqueness, and
the stability of the solution. The results in this chapter are based
on the paper [1] in the list of scientific publications related to this
dissertation. In this dissertation, the solution existence of Dirichlet
problem is proved under an additional assumption that there are
equal subsolution and a supersolution on the boundary (compared
with the existence result in [I]). In addition, we prove another re-
sult on the existence of a solution for Hamilton-Jacobi equations

(Theorem [2.2.2)).

2.1. The uniqueness of [-viscosity solutions

Let X be a real Banach space with a -smooth norm |-|, 2 C X
an open subset. We study the existence, uniqueness and stability of
[-viscosity solutions for the following HJEs

u+ H(x,u, Du) =0 in , (2.1)
subject to the boundary condition (in the case Q # X)
u = ¢ on Of. (2.2)

Here,u:Q—)Randap:8Q%RandH:§xR><Xg—>R
are merely continuous in general, where Xg is the dual space of the
Banach space X, and equipped with topology 73 (see Definition ?7).

2.1.1. [-viscosity solutions

Definition 2.1.1. A function u: Q — R is said to be
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(i) a B-viscosity subsolution of if u is upper semicontinuous
and for any x € Q, z* € Dgu(m), F(x,u(z),z*) <0;
(ii) a B-viscosity supersolution of (([2.1)) if u is lower semicontin-
uous and for any x € Q, x* € Dyu(z), F(z,u(z),z*) > 0;
(iii) a B-viscosity solution of (([2.1)) if u is simultaneously a (-

viscosity subsolution and a B-viscosity supersolution.

For convenience, hereafter, we will use the phrases “g-viscosity
solution of H < 0“ and “B-viscosity subsolution of H = 0”7 in-
terchangeably. Similarly for the phrases “fB-viscosity solution of
H > 0 and “B-viscosity supersolution of H = 0”.

Definition 2.1.2. A function u: Q — R is said to be a [-viscosity
subsolution (resp. supersolution, solution) of the problem (2.1))-(2.2))

iff u is a B-viscosity subsolution (resp. supersolution, solution) of
Equation (2.1) and uw < ¢ (resp. uw > p,u = @) on 0N.

Next, we make the following assumptions on the function H.
(HO) There exists a continuous function wg : X5 — R for each
R > 0, satisfying

|H(£C,T’,p) - H(.CC,T, q)| < wR(p - Q)

whenever z € X, p,q € X* and r € R satisfy |z|, |q|, |p| < R.
(H1) For each (z,p) € X x X*, r — H(x,r,p) is nondecreasing.
(H1)* For each (z,p) € X x X*, r— H(z,r,p) is Lipschitz continu-
ous with constant L < 1.
(H2) There is a local modulus oy such that

H(z,r,p)— H(z,r,p+q) < or(lql,|p| + l4q])

forallr e R, x € Q and p,q € X*.
(H3) There is a modulus my such that

H(y,r,M(Vgl - *)(@ = y))=H(z,r, X(Vs| - [*) (@ — 9))

, (2.3)
<mpg(Az —y|"+ ]z —y|)

for all z,y € Q with z #y, r € Rand A > 0.
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2.1.2. Bounded solutions

Theorem 2.1.3. Let X be a Banach space with an equivalent [3-
smooth norm. Suppose that F(x,u, Du) = u+ H(x, Du) with H :
X x XE — R satisfy the following assumption:

(B) for any z,y € X and z*,y* € X},

[H(z,2") = H(y, y")| < w(z—y, z"—y*)+ K max(||lz"|, [*|)[lz—yl],

where K is a constant and w : X X X; — R is continuous function
with w(0,0) = 0.

Let u,v be two bounded functions such that u is upper semicontinu-
ous and v is lower semicontinuous. If u is a B-viscosity subsolution
and v is a [-viscosity supersolution of equations F(x,u,Du) = 0
then u < v.

Corollary 2.1.4. Under the assumptions of Theorem|[2.1.3, B-viscosity
solutions continuous and bounded of equations u + H(x, Du) =0 is
unique.

Theorem 2.1.5. Let X be a Banach space with an equivalent (3-
smooth norm. 0 C X an open subset.

Suppose F(z,u, Du) = u+ H(z, Du) with H : X x X} — R satisfy
the following assumption:

(C) for any z,y € X and x*,y* € X5,

[H (z,2%)=H(y,y")| < w(z—y, 2" —y*)+Kmax(||z"|, [y )|z —yll,

wwhere K is a constant and w : X X XE — R is continuous function
with w(0,0) = 0.

Let u,v be two uniformly continuous bounded on Q. If u is a -
viscosity subsolution and v is a B-viscosity supersolution of equations
F(x,u,Du) =0 and u < v on 9Q then u < v on Q.

Corollary 2.1.6. Under the assumptions of Theorem|2.1.9, u,v be
two uniformly continuous bounded on ) such that u = v on 0. If
u,v be two B-viscosity solution F(x,u, Du) =0 then u = v on Q.

2.1.3. Unbounded solutions

Based on the preparation in the preceding sections, now we
present the main results on the uniqueness of the -viscosity of (2.1)).
11



Theorem 2.1.7. Let X be a Banach space with a B-smooth norm,
and Y a open subset of X. Assume that the function H satisfies as-
sumptions (H0)-(H3), H satisfies (H0). Let u,v € C(Q) respectively

be B-viscosity solutions of the problems

u+ H(z,u,Du) <0 vov+ H(z,v,Dv) >0 on €, (2.4)
and assume that there is a modulus m such that

u(z) —u(y)| + |v(z) —v(y)| < m([z —yl]) on Q. (2.5)

Then, we have

~

u(r) —v(x) <sup(u —v)T+ sup (H-H)T,

o0 QOXRxX*
1 ~
<resp. u(r) —v(x) <sup(u—v)* + sup (H — H)*),
80 1= Ly gxrxx*

for all x € Q.

In particularly, when Q@ = X, we have estimate (2.6]) in which
the term supgq(u — v)™ on the right hand side is replaced by zero.

Corollary 2.1.8 (Comparison and the uniqueness). Given X a Ba-
nach space, and equipped with a B-smooth norm. Let Q C X be an
open set with boundary OQ # 0, ¢ a continuous function on 0. As-
sume that the function H satisfies the assumptions (HO), (H1) (resp
(H1)*), (H2), and (H3). If u,v € C(Q) respectively are B-viscosity
subsolution and B-viscosity supersolution of Equation satisfy-
mng , then u < v in €, provided that u < v on 0S). Therefore,
the problem (2.1)), has at most a solution in C(Q).

In the case Q is the whole space X, the comparison and the
uniqueness of the solution for Equation is an obvious con-
sequence.

2.2. The stability and uniqueness of $-viscosity
solution
2.2.1. The stability

We proceed to study the stability of the (S-viscosity solution.
Using this stability in the same way as in [R. Deville, G. Godefroy,
V. Zizler, (1993)], we obtain Proposition [2.2.1]
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Theorem 2.2.1 (Stability). Let X be a Banach space with a [3-
smooth norm, and Q0 an open subset of X. Let u,, € C(2) and H,, €
C(2xRx XE), n=1,2,... converge to u, H respectively as n — 0o
in the following way:

For every x € ) there is an R > 0 such that u, — u uni-
formly on Bgr(x) as n — oo, and if (x,r,p), (Xn,Tn,pn) € & X R x
X5 forn = 1,2,... and (TnyTnypn) — (z,7,p) as n — oo, then
Hy(xp,mn,pn) — H(x,r,p). If uy is a B-viscosity supersolution (re-
spectively, subsolution) of H, = 0 in Q, then u is a [-viscosity
supersolution (respectively, subsolution) of H =0 in €.

2.2.2. The existence

Theorem 2.2.2 (Existence). Let X be a Banach space with a (-
smooth norm, and £ an open subset of X. Let H : Q x R x X* — R
satisfy (HO), (H1) (respectively (H1)*), (H2), (H3) and

liminf(r + H(x,r,p)) > 0 uniformly for (z,7) € QA xR.  (2.7)

lIpll—o0
Then there exists a unique B-viscosity solution of the equations ([2.1))

Theorem 2.2.3 (Existence of solutions for the Dirichlet problem).
Under the assumptions of Theorem and suppose further that
exists ug, vy € C(ﬁ) such that ug = vo = ¢ on 082; ug, vy respectively
a B-viscosity subsolution and B-viscosity supersolution of then

there exists a unique [B-viscosity solution u € C(Q2) of the problem

2.0-@2).

Conclude

In Chapter 2, we have focused on the following;:
1. We have proved the uniqueness of S-viscosity solution for Hamilton-
Jacobi equations.
2. We have investigated the stability of [-viscosity solutions for
Hamilton-Jacobi equations.
3. We have shown the existence of S-viscosity solutions for Hamilton-
Jacobi equations.

13



Chapter 3

APPLICATION OF THE B-VISCOSITY
SOLUTIONS FOR OPTIMAL CONTROL
PROBLEMS

In this chapter, we show that the value function of a certain
infinite horizon optimal control problem is the unique B-viscosity
solution of an associated Hamilton-Jacobi equation. Note that the
boundedness of the solution is not needed in our proof. Moreover,
we provide a necessary and sufficient condition for optimality in
infinite dimensional spaces by using [-viscosity solution approach.
The results in this chapter are based on the paper [2] in the List of
scientific publications related to this dissertation.

3.1. The infinite horizon optimal control prob-
lems

3.1.1. Optimal control problems-dynamic programming
principle Bellman with the value function smooth

Let X be a Banach space with a B-smooth norm and U be a
metric space. Consider the following state equation:

{y'(S) =9(y(s),als)), s>0, (3.1)
y(O) =z, a(s) (S U,

twhere x € X and g: X x U — X is a given map with the control
a(-) el :={a:[0,00) = U measurable and a(t) € U with t € [0,00) a.e.}.

We introduce the cost functional

J(z, ) = /000 e f(ye(s), als))ds, (3.2)

where A > 0 and f : X x U — R. The optimal control problem P(z)
on X is to find @(-) € U such that

J(z,a() = Olérel{{ J(z, ).
14



We denote the value function of P(z) by V(z); that is,

V(z) = inf J(z,a) = inf ( /0 T f(yx(s),oz(s))ds> .

acel acel

Now, let us make several assumptions: The functions g : X X
U— X and f: X xU — R are continuous and satisfy one of the
following set of conditions.

(B1) There exist constants Lo, L,C,m > 0, K € 3, with 0 < m <
2, K C B(0,L) and a local modulus of continuity w(, -), such
that for all x,7 € X and u € U,

?M%M—Q@WHSMMFwW g(z,u) € K,
f(z,w)| < Cemlel, | f(a,u) — £(@,u)| < w(|e -2, || V [Z]),

where |z| V |Z| = max{|z|, |Z|}.

(B2) There exist constants Lo, L,C,m > 0, K € 3, with 0 < m <
L%, K C B(0, L) and a local modulus of continuity w(-, -), such
that for all x,7 € X and u € U,

{wmmww@mnsmm—m 9(0,u) € K,
f(z,u)| <O+ |z)™,  |f(zu) — (@ u)| < w(lz -], |2| v [Z).

3.1.2. Properties of the value function of the optimal
control problem

Proposition 3.1.1 (X.J. Li, J.M. Yong, (1995), Proposition 6.1).

Let one of (B1) or (B2) hold. Then, for any x € X and u(-) €

U[0,00), the state equation admits a unique trajectory y(-)

and the cost functional is well-defined. Moreover, we have the

following:

(a) If (B1) holds, then V is locally uniformly continuous and for

some constant M > 0,

V(z)| < Me™® ze X,

(b) If (B2) holds, then V s locally uniformly continuous and for
some constant M > 0,

V()| < M1+ |z|)™, z€lX.
15



3.2. Application of the p-viscosity to the op-
timal control problem
We consider the optimal control problem (3.1)-(3.2). Define H :
X x X3 — R by

H(@,p) = sup{=(p, g(w, )) = f(z, )}.

Proposition 3.2.1. (a) If (B1) holds, then

{|H<m,p> ~ H(z,q)| < Llp — g, 53)
[H(a,p) = H(y,p)| < Lolpllx — y| +w(lz = ], o] V [y]).
(b) If (B2) holds, then
{|H<x,p> ~ H(z,q)| < (L+ Lole])lp —al. 3.4
|H (2, p) = H(y, p)| < Lolpllz =yl + w(x =yl [z V [y]).

Theorem 3.2.2. Let X be a Banach space with a 5-smooth norm.
Let one of (B1)-(B2) holds. Then the value function V is a unique
B-viscosity solution of

AV (z) + H(z, DV (z)) = 0. (3.5)

Theorem 3.2.3. For all a(-) € U, the following function is nonde-
creasing:

5+ /S e Mf(yu(t, @), at))dt + eV (yo(s,a)), s€0,00).
0

Moreover this function is constant if and only if the control a(-) is
optimal for the initial position x.

Another important finding of the article is the following. It gives
a sufficient condition for a control to be optimal by relying on the
concept of B-viscosity solutions of the Hamilton-Jacobi equations.

Proposition 3.2.4. If V is locally Lipschitz and for a.e. s there
exists p € D;V(yx(s)) satisfy the inequality
AV (y(s)) — (0, ¥,(s)) — f(ya(s), als)) <0,

then a(-) is the optimal control for x, where D;V(z) =D}V(z)U
DV (2).
16



The following proposition provides an important result on feed-
back controls. Our approach is to employ [-viscosity sub-and-super
differentials.

Proposition 3.2.5. If V is locally Lipschitz; a(-) is optimal for x,
then

AV (y(s)) — (0, ¥()) — f(ya(s),a(s)) = 0
hold for all p € DgV(yx(s)) for a.e. s.

From the above results we have the following theorem.

Theorem 3.2.6. Assume V is locally Lipschitz and D?;V(ym(s)) #
0 for a.e. s > 0. Then the following statements are equivalent:

(a) «af-) is optimal for x;

(b) for a.e. s> 0 and forall p € D;V(yx(s)),

AV (yz(5)) = (p,y(s)) — £y, a) = 0 (3.6)

c) for a.e. s> 0 exists p € DIV yz(8)) such that (3.6]) holds.
B

Conclude

In this chapter, we have established the uniqueness of 5-viscosity
solutions for a class of HJEs. Compared to [J.M. Borwein, Q.J. Zhu,
(1996)], our [-viscosity solutions are unbounded whereas those in
[J.M. Borwein, Q.J. Zhu, (1996)] are bounded. We have also studied
an optimal control problem with unbounded value functions, which
can be regarded an extension of the results presented in [J.M. Bor-
wein, Q.J. Zhu, (1996)]. Necessary and sufficient optimality condi-
tions have been derived based on the §-viscosity solution approach.
In this work, we have focused on infinite horizon optimal control
problems. By similar approach and techniques presented in this
paper, one can investigate finite-horizon, minimum time, and dis-
counted minimum time control problems.
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Chapter 4

HAMILTON-JACOBI EQUATIONS FOR

OPTIMAL CONTROL ON JUNCTIONS

WITH UNBOUNDED RUNNING COST
FUNCTIONS

In this chapter, we study a class of optimal control problems
on junctions. We show that the value function is a unique viscos-
ity solution of an associated Hamilton-Jacobi equation. Moreover,
properties of the value function are derived including the continuity,
the growth, and upper bounds on the value function at the point
O. We also establish a necessary and sufficient criterion of an opti-
mal control for optimal control problems with infinite time horizon.
The results of this chapter are based on the article [3] in the List of
scientific publications related to the dissertation.

4.1. Optimal control problem on junctions
4.1.1. The junctions

We work with a model of junction in R? with N semi-infinite
straight edges, where N is a positive integer. For each¢=1,--- , N,
we denote by e; the standard unit vector in the ¢th direction and
the edge J; = RTe;. Then, the junction G is given by G = Ufil Ji.

4.1.2. The optimal control problem

One distinct feature of the problem under consideration is that
on different edges of the junction G, one observes different dynamics
and running costs. For this, we denote by A; the set of control on
Ji, while f; and [; are the control mapping and the running cost on
J;, respectively. To proceed, we introduce assumptions that will be
used in this paper.

(HO) Let A be a metric space. Assume that Aj, As,--- Ay are
nonempty compact subsets of A and the sets A; are disjoint.

(H1) For each i = 1,--- , N, the function f; : J; x A; — R is contin-
uous and bounded by a positive constant M. Moreover, there exists
L > Osuch that | fi(z,a)—fi(y,a)| < Llz—y| for all z,y € J;,a € A;.
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We denote by Fj(x) the set {fi(z,a)e; : a € A;}.

(H2) For each i = 1,---, N, the function ¢; : J; x A; — R is con-
tinuous. Moreover, there are constants C,m > 0, with 0 < m < ﬁ,
where A > 0 is a constant and a local modulus of continuity w(-,-)
such that

(2, a) — iy, @)] < w(la — yl, 2] V |y]) for all 2,y € Ji,a € A,

10i(z,a)| < Ce™ for all z € J;,a € A,

(H2)" For each i = 1,--- N, the function ¢; : J; x 4; — R is
continuous and there are constants C,m > 0 and a local modulus
of continuity w(-,-) such that

[i(x; a) = Li(y, a)| < w(lz —yl, [z V |y|) for all z,y € Ji,a € Aj,

[li(z,a)] < C(1+|z|)™ for all x € J;,a € A;.

where the number M in (H2) and (H2)" is given in (H1),
(H3) For each i = 1,--- , N, the following set

FLi(x) ={(fi(x,a)e;, bi(x,a)) :a € A;}

is non-empty, closed and convex.
(H4) There exists a real number ¢ > 0 such that

[—0e;, de;] C F;(O) = {fi(O,a)e; : a € A;}.
We define
M={(z,a):x € G,a €A if e J\{O}, and a € UN, A, if z = O}.
Then M is closed and a function f(-,-) defined on M is given by

filz,a)e; if x € J;\{O},

f ,a) € M, ya) =
or any (x,a) f(z,a) {fi(O,a)ei if =0 and a € A;.

Since the functions f; : J; X A; — R are continuous and the sets A;
are disjoint, then f is continuous on M. Let F'(x) be defined by

~ . | Fi(x) if z € J;\{O}
Flz) = {Ui]\ilFi(O) ite=0.
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For each x € G, the collection of admissible trajectories starting
from z is given by

Y, = {yx € Lip(R™;G) : ‘ Z?ZEB))

The set of admissible controlled trajectories starting from x is given
by

€ F(yy(t)) for a.e. t >0 } '

Te = {(Yz. @) € L3S, (RT; M) 1y, € Lip(RT;G) and
—o+ / F(ya(s), a(t))ds)

Let A > 0 be a real number and the cost function ¢ be defined on M

4; , if x € J,\{O ,
by V(z,a) € M, {(z,a) = (z, ) 1 * Mo} Then
l;(O,a) ifx=0 and a € A;.
the cost functional associated with the trajectory (yz, o) € T is
v()= inf  J(z;(Yg, @)). 4.1

(@)= int J(i (g0 (@)

4.1.3. Some properties of the value function at the ver-

tex
Lemma 4.1.1. Under assumption (H0), (H1), (H2) or (H2)*, (H3),

(H4), there exists € > 0 such that v|j, is Lipschitz continuous in
JiNB(O,¢).

Lemma 4.1.2. Under assumption (H0), (H1), (H2) or (H2)*, (H3),
T

(H4), the value function v satisfies v(0O) < —%.

4.2. The HJe and viscosity solutions

4.2.1. Test-functions
To proceed, we recall the definition of the admissible test-functions.

Definition 4.2.1. A function ¢ : G — R is called an admissible

test-function if it satisfies the following two conditions.

a) ¢ is continuous in G and continuously differentiable in G\{O},
b) foranyj=1,--- N, p|; is continuously differentiable in J;.
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Let R(G) be the set of admissible test-functions. For any ¢ € R(G)
and ¢ € R, let Dp(x,Ce;) be defined by

(42 (x) if € J\{O}
Climy_o+ 92 (he;)  ifz=0.

D‘P(:Ba Cel) = {

4.2.2. Vector fields
For i =1,---, N, we denote by F."(O) and FL; (O) the sets
F(0) = F(0)NRTe;, FL(0)=FL/(0O)N (Rte; x R),

which are non empty based on assumption (H3). Note that 0 €
NN, F;(O). From assumption (H2), these sets are compact and con-
vex. For x € G, the sets F'(x) and F'L(z) are defined by

Flz) Fy(x) if x belongs to the edge J;\{O}
"I/‘ pr—
U@lLFf(O) ifx =0,

FL() FL;(x) if  belongs to the edge J;\{O}
) =
UN,FLI(O) ifz=0.

4.2.3. Definition of viscosity solutions

We now introduce the definition of a viscosity solution of

Au(z)+  sup  {—Du(z,{) —&(b=0 ing. (4.2)
(C.E)€EFL(z)
Definition 4.2.2. eA function u: G — R is said to be a viscosity
subsolution of mn G if u is upper semi-continuous and for any
x €3G, p € R(G) such that u — ¢ has a local mazimum point at x,
one has
Au(z) +  sup  {=Dy(z,¢) — £ < 0. (4.3)
(CE)EFL(x)
e A function u : G — R is said to be a viscosity supersolution of
in G if it is lower semi-continuous and for any x € G, ¢ € R(G)
such that u — ¢ has a local minimum point at x, one has
u@)+  sup {~Dip(e,C) — €} > 0. (1.4)
(C.8)eFL(x)
e A continuous function u : G — R is a viscosity solution of
mn G if it is both a viscosity subsolution and a viscosity supersolution
of ngG.
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4.2.4. Hamilton function
We define the Hamilton H; : J; Xx R — R by
Hi(e,p) = max{~pfi(z, ) ~ iz, )},

2

and the Hamilton Hp : RV — R by

H = max max —pifi(O,a) —£;(0,a)}.
O(p17 7pN) =1, N acA; sit. fi(O,a)ZO{ plfl( ’ ) Z( )}
Definition 4.2.3. e A function u: G — R is said to be a viscosity
subsolution of (4.2) in G if it is upper semi-continuous and for any
x €3G, p € R(G) such that u — ¢ has a local mazimum point at x,

one has

dy
A iz
u(z) + <x S

<x>> <0 ifzed \{O}
4o " (4.5)
Mu(0) + Ho (dxl(O), . ’de(O)> <0.

o A function u : G — R is said to be lower semi-continuous if it is
viscosity supersolution of (4.2) in G and for any x € G, ¢ € R(G)
such that u — ¢ has a local minimum point at x, one has

Au(z) + H; <a;, if (a:)) >0 ifxe J; \{O}
’ (4.6)
\u(0) + Ho <59Z(0),--- ,%(@) > 0.

Theorem 4.2.4. Assuming (H0), (H1), (H2) (or (H2)") and (HS),

the value function v defined in (4.1) is a viscosity solution of (4.2))
ing.

4.3. Comparison Principle and Uniqueness

Theorem 4.3.1. (a) Assume (H0), (H1), (H2) and (HS3). Let
u,v : G — R satisfy |u(z)] < Ke™®l, |u(z)] < Ke™®l for some
constant K > 0, x € G, with 0 < m < ﬁ, and u,v continuous
on G. Moreover, there exists r; > 0 such that ulj,,v|;, is Lipschitz
continuous in J;NB(O, ;). Suppose that u is a viscosity subsolution

22



and v is a viscosity supersolution of (4.2)) in G. Then u < v.
(b) Assume (HO), (H1), (H2)* and (H3). Let u,v : G — R satisfy

u(e)] < K14+ [z)™, |v(z)] < K1+ [z])™

for some constant K > 0, x € G, with 0 < m, and u,v continuous
on G. Moreover, there exists r; > 0 such that ul|j,,v|;, is Lipschitz
continuous in J;NB(O,r;). Suppose that u is a viscosity subsolution
and v is a viscosity supersolution of inG. Then u < wv.

4.4. Applications of viscosity solutions

Theorem 4.4.1. For all x € G, and (yz, ) € Ty, the following
function is nondecreasing:

5 /s e_Atf(yz(t),a(t))dt + e_’\sv(yx(s)), s € [0, 00).
0

Moreover this function is constant if and only if the control af.) is

optimal for the initial position x.

Theorem 4.4.2. For every x € G, if a(-) is a control such that for

(Yz, ) € Tz, and the value function v is Lipschitz continuous and

satisfies

L ule(s) + (e (), a(5))) — vle(s))
t—0+ t

+(yz(s), a(s)) < Mv(yz(s))
(4.7)

for almost all s, then «(-) is optimal for the initial position x.

Theorem 4.4.3. Suppose that the value function v is locally Lips-
chitz. Then «(.) is optimal for the initial position x iff

lim v(ya(s) + tf(yx(S)t,a(S))) - U(yx(s))—i—ﬁ(yx(s),a(s)) oy (s))
(4.8)

for a.e. s.

Conclusion

In Chapter 4, we have focused on a class of optimal control prob-
lems on junctions. Compared to recent works, in our formulation
the running costs belong to a broader class of functions. As a result,
the value function might be unbounded. We have also established a
necessary and sufficient criterion of an optimal control for optimal
control problems with infinite time horizon.
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CONCLUSION

This dissertation is devoted to applications of subdifferential for
viscosity solutions to Hamilton-Jacobi equations in Banach spaces.
In particular, the dissertation focuses on the following: (1) S-viscosity
subdifferential, properties of S-viscosity subdifferential, the smooth
variational principle; (2) the uniqueness of §-viscosity solution for
Hamilton-Jacobi equations in Banach spaces of the form u+H (z, Du) =
0 and u+ H(x,u, Du) = 0; the existence and stability of S-viscosity
solution; (3) S-viscosity solution for optimal control problems in Ba-
nach spaces, and feedback controls for infinite horizon optimal con-
trol problems; (4) viscosity solutions for optimal control problems
on junctions, the necessary and sufficient conditions for optimality.
The results of this dissertation can be summarized as follows.

1. We have proved several results on the smooth variational prin-
ciple for upper semicontinuous and bounded functions on a
Banach space X satisfying assumption (HE) and with a (-
smooth norm on the space.

2. We have proved the uniqueness of 5-viscosity solution of Hamilton-
Jacobi equations in the class of continuous and bounded func-
tions for Hamilton-Jacobi equations of the form u+H (z, Du) =
0, the uniqueness of the solution in the class of uniformly
continuous and unbounded for first order partial differential
equations of general form u + H(x,u, Du) = 0. We also es-
tablished the existence and stability of S-viscosity solution for
Hamilton-Jacobi equations of the form u + H(z,u, Du) = 0.

3. We have shown that the value function of a certain infinite
horizon optimal control problem is the unique S-viscosity so-
lution of an associated Hamilton-Jacobi equation. In addition,
we have established a necessary and sufficient condition for op-
timality.

4. Studying the viscosity solution on junctions, we have proved
that the value function is continuous and bounded above at O.
We have also provided a necessary and sufficient condition for
optimality of a certain infinite horizon optimal control prob-
lem.
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